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EXPERIENCE
AI/ML Lead (Vice President)
JPMorgan Chase
� October 2022 – ongoing

I oversee the International Consumer Bank’s NLP initiatives as team
lead, training and deploying language models for customer expe-
rience, voice of customer, and business analytics. The team has
deployed and is developing models for topic and sentiment analy-
sis, FAQs, digital assistants, quality assurance and summarisation by
fine-tuning LLMs and building custom architectures and pipelines.

I alsoworkwith leadership to support business-critical decisions such
as setting the bank’s interest and reward offerings with the help of
forecasting, optimization and reinforcement learningmodels of cus-
tomer and competitor behaviours.

Driven by these use cases, I also developed an agenda for funda-
mental research with the team, using a combination of multi-agent
reinforcement learning and NLP for improved veracity of language
models, as well as privacy in LLMs.

Staff Research Scientist/Deep Learning Researcher
MediaTek Research
� December 2021 – October 2022

AtMediaTek I led applied research projects focused on reinforcement
learning for chip design, and fundamental research in the domains of
responsible decision making and continual reinforcement learning.
• Used hierarchical RL and quality diversity to develop a chip design
paradigm that can interact with human designers to enable better
designs.

• Introduced a novel method for efficient planning and transferring
knowledge between tasks by learning the positional invariances in
event sequences[1].

Machine Learning Researcher
Huawei R&D UK
� December 2020 – December 2021

At Huawei R&D I was part of the flagship AI Theory team in Noah’s
Ark lab, working on fundamental research as well as applications in
areas like compiler optimization and self-driving technologies.
• Developed solutions for transfer learning problems in the do-
mains of combinatorial optimization and planning.

• Participated in developing a new compositional transfer learning
algorithm for computer vision [2].

AI/ML fellow
GSK
� June 2020 – Deccember 2020

During my fellowship, I worked on reinforce-
ment learning approaches to assist scientists
in the optimization of newmedicines, by learn-
ing to extract and supplement human exper-
tise using databases from past drug discovery
cycles.

Postdoctoral Researcher
University of Oxford
� March 2018 – May 2020

Developed sample-efficient deep reinforcement
learning algorithms that quickly adapt to solve
new tasks in a continual andmulti-task learn-
ing setting[4], and by decomposing complex
task structures into subtasks[3].

Postdoctoral Researcher
University of Geneva
� October 2015 – December 2017

Researched reinforcement learning and plan-
ning algorithms for partially observable de-
cision problems and developed a dynamical
systems model of representation learning for
sensory systems in the brain[6].

EDUCATION
Ph.D. in Neuroscience
New York University
� 2015

B.A. in Mathematics
University of Cambridge

Studies and work experience as a
classical cellist
M.A. @ Robert-Schumann-Academy, Dus-
seldorf & Ecole Normale de Musique de
Paris



BACKGROUND AND SKILLS
• Programming: Python Pandas Matlab C++

• DL frameworks: Tensorflow Pytorch Keras Theano

• ML areas: Reinforcement Learning and Planning NLP Deep Learning Probabilistic Modelling

Bayesian Statistics Computer Vision , Causal Inference

SELECTED RESEARCH PROJECTS
• Some of the open challenges preventing RL agents form autonomously and safely navigating real-world problems are the
understanding of the nonstationarities and feedback loops their decisions can create, the ability to break down complex
tasks into manageable subtasks, and the potential to transfer knowledge from one task/sub-task to another. In a series
of papers and ongoing work I have contributed new algorithmic tools to decompose and reason about the structure
of complex, non-Markovian reinforcement learning problems, while also allowing efficient planning in new settings. By
representing temporal and causal invariances in the reward functions of such tasks, and a savvy re-evaluation of past
experience given the current problem setting, this approach allows fast generalization of to new tasks within a task
family.

• Published at the Workshop on Responsible Decision Making in Dynamic Environments at ICML 2022 and at the
• Causal Learning and Decision Making Workshop at ICLR 2020.

• An important problem when transferring knowledge in the RL setting is to know how to act when our goals or the
available rewards in the environment change. But how do we know when these changes happen, which policies to
reuse, how to quickly adapt them, and how to discover newly available rewards? The Bayesian Successor Representation
algorithm gives some answers to these questions by continually evaluating task similarity online, clustering similar tasks,
and quickly approximating optimal policies for newly emerging reward functions. By combining nonparametric clustering
methods with flexible deep RL, it provides an efficient approach to quickly solve new tasks as rewards change, and
outperforms competing approaches on continual learning problems.

• Awarded a spotlight talk at NeurIPS 2019.

• Given limited data, we can construct many different predictive models of our environments, with varying statistical
complexity. Some of these will focus on a small number of strong predictive relationships, while others will encompass
a broader range of associations. During my PhD, I formulated a computational framework explaining how biological
learning deals with ambiguity in the predictive relationships in the environment, through weighing different plausible
explanatory models.

• Published as an article in Nature Neuroscience.

AWARDS
• Samuel J. and Joan B. Williamson Dissertation Fellowship
• NYU Dean’s Dissertation Fellowship
• MacCracken Graduate Fellowship
• Cambridge Overseas Trust and Trinity College full undergraduate scholarship
• NeurIPS, RLDM and Cosyne travel awards

SERVICE
• Ad hoc reviewer: Science

Nature Neuroscience Biological Cybernetics

IBM Journal of Research and Development
• Mentorship:

• David Ireland, PhD Intern, MediaTek Research
• Antonin Vidon, Intern, Huawei R&D UK
• Frank Catuela, Omar Akhand, Samit Roy Undergraduate Researchers, NYU.

https://responsibledecisionmaking.github.io/assets/pdf/papers/43.pdf
https://causalrlworkshop.github.io/program/cldm_25.html
https://nips.cc/Conferences/2019/ScheduleMultitrack?event=14572
http://rdcu.be/ipGT


PUBLICATIONS
Liu R*,Madarasz TJ* (2023)
Planning into the fog of uncertainty: when to observe in partially observable planning tasks.
Under review
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INTERNSHIPS
2012, 2013 RIKEN Brain Science Institute Summer Intern


